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ABSTRACT Alzheimer’s disease (AD) is a progressive neurological disorder characterized by memory loss
and cognitive decline, affecting millions worldwide. Early detection is crucial for effective treatment, as it can
slow disease progression and improve quality of life. Machine learning has shown promise in AD detection
using various medical modalities. In this paper, we propose a novel multi-level stacking model that combines
heterogeneous models and modalities to predict different classes of AD. The modalities include cognitive
sub-scores (e.g., clinical dementia rating — sum of boxes, Alzheimer’s disease assessment scale) from the
Alzheimer’s Disease Neuroimaging Initiative dataset. In the proposed approach, in level 1, we used six base
models (Random Forest (RF), Decision Tree (DT), Support Vector Machine (SVM), Logistic Regression
(LR), K-nearest Neighbors (KNN), and Native Bayes (NB)to train each modality (ADAS, CDR, and FQA).
Then, we build stacking training that combines the outputs of each base model for the training set and staking
testing that combines the outcomes of each model for the testing set. In level 2, three stacking models are
produced for each modality that trains and evaluates based on the output of 6 base models based on (RF, LR,
DT, SVM, KNN, and NB) are combined in training stacking for the training set and testing stacking for the
testing set. Stacking training is used to train meta-learners (RF), and stacking testing is used to evaluate
meta-learners (RF). Finally, in level 3, the output prediction of the stacking model from each modality
(ADAS, CDR, and FQA) in the training and testing datasets is merged to build a new dataset, which is
staking training and stacking testing. Training stacking is used to train the meta-learner, and the testing set is
used to evaluate the meta-learner and produce the final prediction. Our research also aims to provide model
explanations, ensuring efficiency, effectiveness, and trust through explainable artificial intelligence (XAI).
Feature selection optimization based on Particle Swarm Optimization is used to select the most appropriate
sub-scores. The proposed model shows significant potential for improving early disease diagnosis. The
results demonstrate that the multi-modality approach outperforms single-modality approaches. Moreover,
the proposed multi-level stacking models achieve the highest performance with selected features compared to
regular ML classifiers and stacking models using full multi-modalities, achieving accuracy, precision, recall,
and F1-scores of 92.08%, 92.07%, 92.08%, and 92.01% for two classes, and 90.03%, 90.19%, 90.03%, and
90.05% for three classes, respectively.
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I. INTRODUCTION
Alzheimer’s disease (AD) is the most prevalent form of
dementia, characterized by memory loss and cognitive
impairment [1], [2]. It is a chronic illness that progres-
sively worsens, leading to severe dementia symptoms [3].
AD causes mild loss of memory impairment in the initial
phases, but as the condition worsens, patients become inca-
pable of converse and adapting to their environment. Over
time, symptoms significantly disrupt daily activities [3]. Cur-
rently, over 50 million individuals worldwide are affected
by AD, and this number is projected to triple by 2050 [4].
Unfortunately, there is no known cure for AD, and available
treatments only slow down its progression [5]. Mild Cogni-
tive Impairment (MCI) is a condition that may precede AD,
but not all individuals with MCI develop AD [6], [7], [8].
Early detection of high-risk patients transitioning from
MCI to AD is essential. It has been observed that approxi-
mately 10% to 15% of MCI patients convert to AD each year,
and after six years, around 80% of MCI patients progress
to AD, known as progressive MCI (pMCI). However, some
MCI patients, referred to as stable MCI (sMCI), either remain
stable or even revert to normal [9]. AD patients have no
effective treatments, and present therapies can only slow the
illness’s course [10]. Therefore, there is a critical need for
effective models and biomarkers for the early detection of
MCI-C. This makes it possible to treat MCI patients before
they develop AD, decreasing the number of AD patients.
Effective models and biomarkers for early detection of MCI
are urgently needed to reduce the number of AD patients.
Machine learning (ML) techniques have shown promise
in predicting AD and monitoring its progression using
high-dimensional data [11], [12], [13], [14], [15]. For exam-
ple In the authors compared different models, SVM, LR,
DT, and REF, to predict Alzheimer’s disease. The SVM model
achieved high performance, the same in [16], [17], and [18],
which achieved adequate performance. In addition, ensemble
learning employs many algorithms to provide higher detec-
tion performance than its base models. It combines diverse
algorithms [19], [20]. Stacking combines heterogeneous base
learners through a non-deterministic meta-learning algorithm
[21]. This approach aims to learn optimal weights for combin-
ing the base classifiers. While previous studies have focused
on single modalities, such as neuroimaging data from MRI
or PET scans [22], [23], [24], [25] it is essential to con-
sider multiple modalities and cognitive scores for accurate
AD diagnosis [26]. Medical specialists typically analyze the
patient’s profile, including various modalities, to improve the
diagnosis [27]. Integrating different neuroimaging data has
been employed to enhance the performance of AD diagnosis
[26]. Furthermore, considering the cost and time associated
with gathering neuroimaging data, developing models that
leverage multiple modalities is crucial.
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Data fusion, the process of integrating information from
multiple sources or modalities, is crucial in improving the
performance of machine learning (ML models). Data fusion
enhances the representation and understanding of complex
phenomena by combining diverse data types, such as images
[28], text [29], [30], and biological markers [31]. Integrating
heterogeneous data sources provides a more comprehen-
sive view and enables the extraction of meaningful patterns
and relationships that may not be apparent when consid-
ering individual modalities alone. This holistic approach
improves ML and DL models’ accuracy, robustness, and
generalization capabilities [32]. Data fusion significantly
impacts various fields, including healthcare [33], [34], and
environmental monitoring [33]. In healthcare, for example,
combining clinical data, medical images, genetic informa-
tion, and patient records allows for more accurate disease
diagnosis, personalized treatment recommendations, and
monitoring of patient outcomes. The fusion of multimodal
neuroimaging data, such as positron emission tomography
(PET) [24] and magnetic resonance imaging (MRI) [25]
which are medical imaging techniques that can detect a
phenotype characterized by cortical and hippocampal atro-
phy [27] MRI, PET, has shown great promise in the early
detection and diagnosis of neurological disorders, including
Alzheimer’s [26].

Accordingly, data fusion is paramount in ML, as it allows
for integrating diverse data types and enhances model per-
formance. By combining information from multiple sources
or modalities, data fusion improves accuracy, robustness, and
generalization capabilities [34]. In ML, data fusion tech-
niques can be categorized into early, late, and hybrid fusion
approaches. Early fusion combines raw data from different
sources at the input level, enabling joint feature extraction.
Late fusion, conversely, merges the outputs of individual
models or networks, allowing for the combination of pre-
dictions. Hybrid fusion techniques leverage early and late
fusion strategies to exploit the complementary information in
multiple modalities fully [26], [28].

There are many cost-effective cognitive
(neuro-psychological) scores (CSs) administered by a clinical
expert to detect AD. These scores include functional activi-
ties questionnaire (FAQ), clinical dementia rating — a sum
of boxes (CDRSB), Alzheimer’s disease assessment scale
(ADAS), etc. Fusing these modalities is crucial to transform-
ing different data into a high-quality deep representation that
provides a detailed view of the patient. The literature has used
these tests to improve ML models’ performance to detect AD
[13], [35], [36]. In our study, we used stacking models, feature
selection methods, and optimization methods to provide a
model that can detect different classes of AD based on
heterogeneous modalities of sub-scores and heterogeneous
machine learning base models. The proposed model can fuse
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different outputs from different models that use different
modalities to make the final prediction of classes.

The main contributions of this paper are summarized as
follows:

« Integration of Heterogeneous Models and Modalities:
We propose a multi-level stacking model to detect AD,
including two classes (AD and cognitively normal (CN)
and three classes (AD, CN, sMCI).

« Utilization of Medically Relevant Cognitive Sub-scores:
We leverage the ADNI dataset and extract cognitive
sub-scores that are cost-effective and medically rele-
vant. These sub-scores provide valuable information for
building robust AD detection models.

o Feature Selection Optimization: We employ swarm
algorithms to optimize feature selection. By iteratively
exploring the feature space, we identify the most infor-
mative subset of features from different modalities. This
process enhances the model’s performance and focuses
on the most relevant attributes for AD detection.

o Comparative Performance Evaluation: We compare our
proposed model with other classical machine learning
models and stacking models using a fusion dataset.
This comprehensive evaluation demonstrates that our
model achieves the highest performance in AD detection
among the evaluated models.

o Interpretability through SHAP: We utilize the SHAP
library to provide interpretable explanations for the
model’s predictions. This allows us to understand the
contribution of each feature towards the AD detection
decision, improving the transparency and interpretabil-
ity of our model.

This study is organized as follows: In Section II, the
motivation for our research is briefly discussed. Section III
describes our proposed method; in Section IV, the results of
our experiments are discussed. Section V shows the discus-
sion, including a comparison with related work and model
explainability. In Section VI, the paper is concluded.

Il. RELATED WORK

Single-modal baseline data and ML/DL models,
C. Kavitha et al. [37] used different ML models: DT, RF,
SVM, XGBoost, and voting classifier with different FS
algorithms (correlation coefficient, information gain, and
Chi-Square) on the OASIS dataset. The RF classifier and
XGBoost achieved high accuracy levels. Using the same
dataset, in [38], the authors compared different models,
SVM, LR, DT, and RF, to predict Alzheimer’s disease.
The SVM model achieved high performance. In [39], the
authors applied the Hybrid Feature Selection Model (CHFS)
to identify the best features from the medical dataset of
1229 potential patient samples. Then, they used stacked
ML models for full features and selected features. The fea-
tures chosen with the stacking model achieved the highest
accuracy. In [40], the authors used SVM, RF, and Gradient
Boosting (GB) to predict the transition from MCI to AD
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using MRI and PET. The result showed that RF achieved
the highest performance. In [41], the authors applied RF to
predict the transition from MCI to AD using balanced data
from ADNI. In [42], the authors applied the SVM DT to
determine whether a patient suffers from AD or MCI. In [43],
the authors used SVM to detect AD using MRI, PET, and
SPECT. In [44], the authors applied RF to demographic and
genetic data to predict AD.

Some research applied DL models to image datasets. For
example, Islam et al. [45] a deep CNN for Alzheimer’s
disease diagnosis using brain MRI data analysis with four
classes: CN, EMCI, LMCI, and AD. The models signifi-
cantly improve multiclass classification. Rallabandi et al. [46]
applied a nonlinear SVM to classify normal aging controls
(MCI), early mild cognitive impairment (EMCI), late mild
cognitive impairment (LMCI), and AD using whole-brain
magnetic resonance imaging scans of individuals.

Using the ADNI dataset, In [47], the authors applied dif-
ferent ML models: NB, DT, rule induction, and generalized
linear model (GLM) to determine the most distinctive aspect
of AD staging using five classes CN, EMCI, LMCI, SMC,
and AD. The result showed that GLM achieved the highest
accuracy. Ahmed et al. [48] suggested a new model that
utilized Laplacian re-decomposition for picture fusion. They
divided the fused imaging into three categories, NC, MCI,
and AD, by combining data from two imaging modalities,
MRI and PET, along with XG-Boosting. The results showed
how the approach improved competitive performance. The
proposed framework outperformed NB, DT, SVM, and RF.
Liu et al. [49] created a multi-model deep CNN framework
for automatic hippocampal segmentation and categorization
of AD. Hippocampal segmentation was done first using a
deep CNN model. Then, a 3D DenseNet was developed to
learn distinguishing picture features for disease categoriza-
tion using the segmented hippocampal area as a starting point.
The evaluation dataset was made up of T1-weighted sMRI
data from the ADNI database.

Multimodal baseline data and ML/DL models: It is
expected that integrating heterogeneous multimodal data
(e.g., neuroimages, lab tests, memory tests, genetics, etc.) will
enhance the performance of ML models and support tailored
and customized decision-making [13], [50], [51], [52].

Tong et al. [53] applied ML models to different modalities:
magnetic resonance imaging (MRI) and fluorodeoxyglucose
(FDG) positron emission tomography (PET) to classify AD
and MCI. Lodha et al. [54] proposed 3d-CNN models for
an image fusion approach using MRI neuroimages to iden-
tify subjects with Alzheimer’s and analyze images of brain
regions connected to that disease. In [55], the goal is to
increase AD and MCI detection accuracy using ensemble
learning techniques incorporating three classifiers: RF, NN,
and KNN. In addition, we want to increase our understanding
of 11C-PIB brain regions. Weighted and unweighted ensem-
ble methods were tested on the ADNI 11C-PIB PET imaging
dataset.
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FIGURE 1. The proposed framework.

In [56], the authors investigated the role of RF in diagnos-
ing AD with MRI images. The histogram was used to extract
images’ features, which were used as inputs for various clas-
sifiers, including SVM, KNN, RF, NB, LR, and DT. In [57],
the authors applied DL to integrated MRI and PET image
modalities to detect AD.

There are many cost-effective and cognitive (neuropsy-
chological) scores (CSs) that a clinical expert administers
to detect AD. These tests include a functional activities
questionnaire (FAQ), clinical dementia rating — the sum of
boxes (CDRSB), and Alzheimer’s disease assessment scale
(ADAS).

The previous studies did not use CSs sub-scores to detect
AD; they just analyzed a summary of scores or image data.
Therefore, in our paper, we developed a novel model-based
three-level stacking model using sub-scores and fusion of
sub-scores (multimodalities) to detect AD with two classes
(AD, CN) and three classes (AD, CN, sMCI). Also, Black-
box models are represented using explainable Al (XAI) for
two and three classes.

Ill. MATERIALS AND METHOD

The paper aims to propose a multi-level stacking ensemble
model to predict AD based on the sub-scores of cognitive
scores. As shown in Figure 1, the proposed framework has
a set of phases: data collection, data preprocessing, baseline
ML models optimization, and multi-level stacking ensemble
model. Each stage is described in detail as follows.

Data Collection: ADNI (Alzheimer’s Disease Neuroimag-
ing Initiative) is utilized for our study [36]. The dataset has
1363 patients, including 467 of sMCI, 418 of CN, and 478 of
AD. Our study concentrates on the baseline data; 30 medical
features are aggregated from three modalities, including clini-
cal dementia rating (CDR), functional activities questionnaire
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test (FQR), and AD assessment scale (ADAS). In addition,
the baseline dataset (i.e., AGE, PTGENDER, PTEDUCAT,
PTRACCAT, PTMARRY, APOE4, FDG, ABETA, TAU, and
PTAU) is fused with each modality.

A. DATA PREPROCESSING
This step aims to improve the quality of the aggregated data.

o The missing values are filled using median and mean for
the numeric data and mode for the categorical data.

« Encoding data involves converting categorical features
into numeric ones. Each category is encoded with
a unique value. Several data encoding methods have
been developed, including hot encoding, label encoding,
and ordinal encoding. Our study converted categorical
features to numeric features using the label encoding
technique.

B. BASELINE ML MODELS OPTIMIZATION

The proposed architectural model is trained using state-
of-the-art ML methods. An ensemble of these models is
trained using the acquired feature data to finish the prediction
process.

« Random forest (RF) is a type of Supervised Machine
Learning Algorithm commonly used for classification
and regression problems [58], [59]. It generates decision
trees from various samples and uses their majority vote
or average for classification or regression respectively
[60], [61]. It can process data sets with both continuous
variables, as in regression, and categorical variables,
as in classification.

o Logistic regression (LR) is a statistical technique for
exploring the association between a categorical depen-
dent variable and one or more independent variables
[62], [63]. In LR, the dependent variable is typically
[64], whereas the independent variables can be continu-
ous or categorical. This is accomplished by fitting the
data to a logistic function, also known as a sigmoid
function [65].

o Decision tree (DT) is a hierarchical decision support
model that reveals options and their probable out-
comes, involving chance occurrences, resource costs,
and usability [66], [67]. This non-parametric, super-
vised learning algorithmic approach employs condi-
tional control statements and is suitable for classification
and regression applications. DT comprise root node,
branches, internal nodes, and leaf nodes that form a
hierarchical tree-like architecture [68].

o Support vector machine (SVM) is a supervised ML
algorithm that can be utilized for both regression and
classification applications [68], [69]. The main principle
underlying SVM is to create a hyperplane that separates
the information points into multiple classes with the
most significant margin, defined as the distance between
the hyperplane and the nearest data points from each
class [70], [71], [72].
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« Naive Bayes (NB) is a probabilistic ML algorithm
founded on Bayes’ theorem, which implies that the
likelihood of a hypothesis as a class label given some
observed evidence like the set of features proportional
to the probability of the evidence given the hypoth-
esis multiplied by the hypothesis’s prior probability
[73], [74].

o K-nearest neighbor (KNN) is a machine learning tech-
nique that can be used for both classification and
regression purposes [75]. It is a non-parametric method,
which implies that it makes no assumptions about the
underlying distribution of the data. The basic principle
behind KNN is to discover the K closest neighbors to
the newly added information point and then use those
neighbors to figure out the class or value for the newly
acquired data point. The value K denotes the total num-
ber of nearest neighbors for consideration and is usually
selected by the user. In the case of regression, KNN
assigns the average value of the K closest neighbors
[76]. When classifying data, KNN assigns the class label
that appears the most frequently among the K closest
neighbors [77].

C. FEATURE SELECTION OPTIMIZATION

Practical swarm optimization (PSO) is a meta-heuristic fea-
ture optimization algorithm inspired by swarms. It was
developed to find the optimal solutions among solution
spaces [78]. PSO simulates the behavior of birds and ani-
mals that do not have a group leader (i.e., fish schooling,
bird flocking). Flocks try to reach the best solution through
communication with other members in good situations. This
process is iteratively repeated until the best solution is
reached [79]. PSO shares several similarities with other
evolutionary algorithms (i.e., Genetic algorithm); however,
it differs from other optimization techniques as it has no
crossover or mutation process and only depends on the objec-
tive function to find the optimal solution.

Feature selection is a critical process that significantly
impacts the overall performance of a model. Our study
employed the particle swarm optimization (PSO) algorithm
for feature selection. The selection of PSO was based on
several reasons, which can be summarized as follows. Firstly,
PSO can handle both continuous and categorical variables,
eliminating the need for assumptions about the underlying
data distribution. This flexibility allows PSO to effectively
handle datasets containing a combination of discrete and con-
tinuous variables [80]. Secondly, PSO offers the advantage
of easy parallelization, enabling it to be run on multiple
processors or computers simultaneously. This parallelization
capability enhances the search process and speeds up the
feature selection procedure, leading to more efficient and
effective results [81]. Additionally, PSO is a population-
based algorithm, which makes it suitable for datasets with
high dimensionality and many features. By maintaining a
population of candidate solutions, PSO can explore the search
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Algorithm 1 Algorithm PSO

Input: N sample side
p: problem dimension
M : Maximaxm iterations
LS the lower bound of the search space
US: the upper bound of the search space
Output: Speg : the best solution
Start
Initialize the search process randomly.
fori < 1t N do
v? <« random volicty vector [LS U US]’
// initialize the practical velocity
x? <« random position [LS U US}’
// initialize position
Phe < X! initialize the
initialize the best solution
Apply eq (2) to get ggest
m <1
9 while m < M do

wm s W N =

=

® 2

10 fori=11t S do

1 r'r? < are two independent vectors that
generated randomly [0.1]P

12 Apply eq (3) // update the velocity.

13 Apply eq (4) // update the position.

14 if (/) </ (x) ) then

15 L (xlgest i) (_f (xl[)est i)

16 Apply eq 2 to get the best solution // update the

overall best position.
17 m<«—m+1

space more comprehensively and identify relevant features in
complex, high-dimensional datasets [82], [83]. By utilizing
PSO for feature selection, we address the challenges of differ-
ent variable types, leverage parallelization for efficiency, and
effectively handle high-dimensional datasets. This algorithm
contributes to the overall performance of our model by
identifying the most informative and discriminative features,
thereby improving its accuracy, robustness, and generaliza-
tion capabilities.

The mathematical model of PSO could be summarized in
the following points: (1) each practical has a position, fitness
value, and velocity. (2) each practical search for the optimal
fitness value and position. (3) a list of the best position and
best fitness is recorded. Algorithm 1 details the steps of PSO.
PSO has various advantages over other algorithms, includ-
ing (1) an efficient search algorithm. (2) it doesn’t require
variable scaling or standardization. (3) [84]. The algorithm
of PSO is presented in 1.

D. THE PROPOSED MODEL OPTIMIZATION
Stacking ensemble learning with multimodal data refers to
the blending of predictions derived from various ML models
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FIGURE 2. Single level stacking ensemble model.

that have been trained on different modalities or sources of
data. The term “multimodality” refers to the utilization of
various input modalities or distinct sorts of data [85], [86],
[87]. This is especially beneficial when handling complex
and heterogeneous data [88]. The stacking ensemble is based
mainly on the dynamic weighing of several base classifiers
and the learning of the best combination of their individual
predictions in a way that improves the overall performance
of the resulting ensemble [89]. The critical requirement for
building a successful ensemble is selecting the most accurate
and diverse list of base models. This combination of these
models’ predictions adds bias, which counters the variance
of a single base model. Stacking is the most sophisticated
approach for combining the predictions of base classifiers.
A separate ML model called meta-learner is used to learn
the predictions of base classifiers and automatically assigns
weights to every base model based on its performance level
[52]. Meta-learner deduces the biases of base models with
respect to the training sets, so meta-learner is a weighted
averaging method that assigns weights to the input predic-
tions. This is called a single-level stacking ensemble; see
Figure 2. This is the current state-of-the-art in the staking
ensemble. In this paper, we propose a novel multi-level stack-
ing ensemble where we do not select the best base model
for every input modality. Still, we use all baseline models
with all modalities and build N metal learners, where N is the
number of modalities. This is level 1 of the process. Level 2 is
to consider the resulting meta-classifiers’ decisions as base
classifiers. The N output decisions from Level 1 are used as
input for the Level 2 meta-learner. In this case, we utilize the
variance of every modality with every base model.

Our study aims to propose a multi-level stacking model
as shown in Figure 3. The following is a description of each
level.

o Level-based heterogeneous models with homogeneous
modality:
Atlevel 1, each modality’s initial training dataset (X) has
m features. Different ML models (RF, LR, DT, SVM,
KNN, and NB) are trained on X.
At level 2, each modality model provides predictions for
the outcome (y) and is stacked together in order to train
and test the meta-learner.

« Level-based heterogeneous models with heterogeneous
modality:
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TABLE 1. Parameters of PSO.

Parameter Value
Population size 20
Max num of generation | 30
Early stopping True
Local best weight 1
Global best weight 1
Use local random seed. | True

At this level, the output prediction of the stacking model
from each modality (ADAS, CDR, and FQA) in the
training and testing datasets is merged to build a new
dataset for the Level 2 stacking ensemble.

In level 3, training stacking is used to train the level 2
meta-learner, and the testing set is used to evaluate the
meta-learner and produce the final prediction.

IV. EXPERIMENTS RESULTS

This section describes the results of performing ML mod-
els and the proposed models using different sub-scores of
modalities with two (AD, CN) and three classes (AD, CN,
sMCI) classification problems. We named the proposed mod-
els based on the name of modality and the fusion of modalities
(PMS_ADAS_CDR, PMS_CDR_FAQ, PMS_ADAS_FAQ,
and PMS_ADAS_CDR_FAQ).

A. EXPERIMENT SETUP
The Scikit-learn package was used for ML. All experiments
were conducted on a laptop with an Intel Core i7- 8750H CPU
at 2.2 GHz and 16 G of RAM running on Windows 10 (64
bits). The dataset was divided into 80%

The values of parameters for the POS algorithm are shown
in Table 1.

B. EVALUATION MODELS

All models were evaluated using different metrics, including
precision (PRE), recall (REC), fl-score (F1), and accuracy
(ACC). Each metric is calculated using the true positive (TP),
false positive (FP), true negative (TN), and false negative
(FN) metrics. While the result was presented in (TN) as
negative, it was returned as positive in (TP). As opposed
to this, TP stands for positive results, and they are actually
positive, while (TN) stands for negative results [90].

TP + TN
Accuracy = . (1)
TP + FP+ TN + FN
- TP
Precision = 2)
TP + FP
TP
Recall = —— 3)
TP + FN
2 - precision - recall
F — score = @)

precision + recall

C. THE RESULTS OF 2 CLASSES (AD, CN)
This section presents the results of applied models to full

features and selected features by swarm with two classes
(AD, CN)
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1) THE RESULTS OF FULL FEATURES

This section described the results of our proposed model
against the regular ML classifiers: DT, SVM, RF, KNN, LR,
NB, and stacking with two classes and full features.

Table 2 shows the results of models using single modality
and multi-modalities with two classes (AD and CN) and full
features.

First, we evaluated stacking models against the regular
ML classifiers using single modalities (ADAS, CDR, and
FQA) with two classes and full features. We can see that,
For feature set ADAS, Stacking_ ADAS showed the highest
performance percentage (i.e., 86.21 of ACC, 86.20 of PRE,
86.21 of REC, 86.04 of F1). DT gave the lowest performance
percentage (i.e., 83.07 of ACC, 83.56 of PRE, 83.07 of REC,
and 83.15 of F1). For the feature set CDR, Stacking_ CDR
showed the highest performance percentage (i.e., 87.56 of
ACC, 87.85 of PRE, 87.56 of REC, and 87.23 of F1). DT gave
the lowest rate (83.51 of ACC, 83.55 of PRE, 83.51 of REC,
and 83.81 of F1). For the feature set FAQ, Stacking_FAQ
showed the highest performance percentage (i.e., 85.56 of
ACC, 85.61 of PRE, 85.56 of REC, and 85.33 of F1). DT gave
the lowest rate (i.e., 80.70 of ACC, 80.73 of PRE, 80.70 of
REC, and 80.71 of F1).

Second, we evaluated the proposed models (multi-
level stacking models) against the regular ML classifiers

VOLUME 11, 2023

and stacking models using multi-modalities (ADAS_CDR,
ADAS_FQA, CDR_FQA, and ADAS_CDR_FQA) with two
classes and full features. We can see that the performance
was enhanced by 1% to 3% compared to the stacking mod-
els. For the feature set ADAS_CDR, the PMS_ADAS_CDR
showed the highest performance percentage (i.e., 89.03 of
ACC, 89.97 of PRE, 89.03 of REC, and 89.94 of F1). Stack-
ing_ ADAS_CDR showed the second-highest performance
percentage. DT gave the lowest rate (i.e., 84.70 of ACC,
84.73 of PRE, 84.70 of REC, and 84.71 of F1). For the
feature set ADAS_FAQ, the PMS_ADAS_FAQ showed the
highest performance percentage (i.e., 88.91 of ACC, 88.90 of
PRE, 88.91 of REC, and 88.80 of F1). Stacking_ ADAS_FAQ
showed the second-highest performance percentage. DT gave
the lowest rate (i.e., 84.31 of ACC, 84.29 of PRE, 84.31 of
REC, and 84.63 of Fl). For the feature set CDR_FAQ,
the PMS_CDR_FAQ showed the highest performance per-
centage (i.e., 89.15 of ACC, 89.22 of PRE, 89.15 of
REC, and 89.93 of F1). Stacking_ CDR_FAQ showed the
second-highest performance percentage. NB gave the lowest
rate (i.e., 85.51 of ACC, 85.55 of PRE, 85.51 of REC, and
85.81 of F1). For the feature set ADAS_CDR_FAQ, the
PMS_ADAS_CDR_FAQ showed the highest performance
percentage (i.e., 90.27 of ACC, 90.18 of PRE, 90.27 of REC,
and 90.14 of F1). Stacking_ ADAS_CDR_FAQ showed the
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FIGURE 4. The best models for each modality with two classes and full
features.

second-highest performance percentage. DT gave the lowest
rate (i.e., 85.39 of ACC, 85.34 of PRE, 85.39 of REC, and
85.17 of F1)

Figure (a) 4 shows the best models for single modal-
ity; we noticed that features of CDR achieved the best
results by Stacking_CDR. In contrast, the features of FAQ
have the lowest result by Stacking FAQ. Figure (b) 4
shows the best models for multi-modalities; we noticed
that features of ADAS_CDR_FAQ achieved the best results
by PMS_ADAS_CDR_FAQ. In contrast, the features of
ADAS_FAQ has the lowest results.

2) THE RESULTS OF SELECTED FEATURES BY SWARM

This section described the results of our proposed model
against the regular ML classifiers: DT, SVM, RF, KNN, LR,
NB, and stacking with two classes and selected features by
swarm.

Table 3 shows the results of models using single modality
and multi-modalities with two classes (AD and CN) and
selected features by swarm.

First, we evaluated stacking models against the regular
ML classifiers using selected features from single modalities
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(ADAS, CDR, and FQA) with two classes. We can see that,
For selected features set ADAS, Stacking_ ADAS showed the
highest performance percentage (i.e., 90.03 of ACC, 90.97 of
PRE, 90.03 of REC, 90.99 of F1). DT gave the lowest
performance percentage (i.e., 83.28 of ACC, 83.78 of PRE,
83.28 of REC, and 83.44 of F1). RF, LR and SVM recorded
the same performance percentage. For the selected features
set CDR, Stacking CDR showed the highest performance
percentage (i.e., 89.15 of ACC, 89.38 of PRE, 89.15 of REC,
and 89.87 of F1). DT gave the lowest rate (81.82 of ACC,
81.89 of PRE, 81.82 of REC, and 81.85 of F1). For the
selected features set FAQ, Stacking_FAQ showed the high-
est performance percentage (i.e., 88.98 of ACC, 88.13 of
PRE, 88.98 of REC, and 88.67 of F1). DT gave the lowest
rate (i.e., 82.11 of ACC, 81.96 of PRE, 82.11 of REC, and
82.02 of F1).

Second, we evaluated the proposed models (multi-
level stacking models) against the regular ML classifiers
and stacking models using multi-modalities (ADAS_CDR,
ADAS_FQA, CDR_FQA, and ADAS_CDR_FQA) with two
classes and selected features. We can see that the per-
formance was enhanced by 1% to 3% compared to the
stacking models. For the selected features set ADAS_CDR,
the PMS_ADAS_CDR showed the highest performance
percentage (i.e., 91.20 of ACC, 91.19 of PRE, 91.20 of
REC, and 91.11 of F1). Stacking_ ADAS_CDR showed the
second-highest performance percentage. DT gave the low-
est rate (i.e., 84.46 of ACC, 84.49 of PRE, 84.46 of REC,
and 84.47 of F1). For the selected features set ADAS_FAQ,
the PMS_ADAS_FAQ showed the highest performance per-
centage (i.e., 90.56 of ACC, 90.76 of PRE, 90.56 of
REC, and 90.27 of F1). Stacking_ ADAS_FAQ showed the
second-highest performance percentage. DT gave the low-
est rate (i.e., 85.04 of ACC, 85.22 of PRE, 85.04 of REC,
and 85.11 of F1). For the selected features set CDR_FAQ,
the PMS_CDR_FAQ showed the highest performance per-
centage (i.e., 90.85 of ACC, 90.50 of PRE, 90.85 of
REC, and 90.50 of F1). Stacking_ CDR_FAQ showed the
second-highest performance percentage. NB gave the lowest
rate (i.e., 85.92 of ACC, 85.83 of PRE, 85.92 of REC, and
85.66 of F1). For the selected features set ADAS_CDR_FAQ,
the PMS_ADAS_CDR_FAQ showed the highest perfor-
mance percentage (i.e., 92.08 of ACC, 92.07 of PRE, 92.08 of
REC, and 92.01 of F1). Stacking_ ADAS_CDR_FAQ showed
the second-highest performance percentage. DT gave the
lowest rate (i.e., 86.22 of ACC, 86.11 of PRE, 86.22 of REC,
and 86.15 of F1).

Figure (A) 5 shows the best models for single modality;
we noticed that selected features of ADAS achieved the
best results by Stacking_ ADAS. In contrast, the selected
features of FAQ have the lowest result by Stacking FAQ.
Figure (B) 5 shows the best models for multi-modalities; we
noticed that selected features of ADAS_CDR_FAQ achieved
the best results by PMS_ADAS_CDR_FAQ. In contrast, the
selected features of ADAS_FAQ and CDR_FAQ have the
lowest results.
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TABLE 2. The performance of models with the two classes and full features.

Testing results

Datasets Approaches Models ACC | PRE REC F
RF 85.97 | 85.08 | 85.97 | 85.47
LR 85.60 | 85.65 | 85.60 | 85.46
Reoular ML classifiers DT 83.07 | 83.56 | 83.07 | 83.15
ADAS g SVM 85.60 | 85.59 | 85.60 | 85.47
KNN 84.04 | 84.12 | 84.04 | 84.82
NB 84.25 | 84.36 | 84.25 | 84.93
Stacking model Stacking_ ADAS 86.21 [ 86.20 | 86.21 | 86.04
RF 86.51 | 87.55 | 86.51 | 85.81
LR 86.15 | 86.38 | 86.15 | 86.87
Regular ML classifiers DT 83.5T | 83.55 | 83.51 | 83.81
CDR g SVM 86.68 | 86.07 | 86.68 | 86.27
KNN 85.56 | 85.61 | 85.56 | 85.33
NB 85.27 | 85.40 | 85.27 | 85.98
Stacking model Stacking_CDR 87.56 | 87.85 | 87.56 | 87.23
RF 83.87 | 84.45 | 83.87 | 83.07
LR 82.10 | 82.16 | 82.10 | 82.78
Regular ML classifiers DT 80.70 | 80.73 | 80.70 | 80.71
FAQ SVM 83.80 | 83.97 | 83.80 | 83.42
KNN 8334 | 83.21 | 83.34 | 83.25
NB 82.63 | 82.64 | 82.63 | 82.26
Stacking model Stacking_FAQ 85.56 | 85.61 | 85.56 | 85.33
RF 86.87 | 86.45 | 86.87 | 86.07
LR 85.15 | 85.09 | 85.15 | 85.02
. DT 84770 | 84.773 | 84.70 | 84.71
ADAS CDR Regular ML classifiers SVM 86.86 | 86.80 | 86.86 | 86.71
- KNN 85.774 | 85.778 | 85.74 | 85.56
NB 85.68 | 85.62 | 85.68 | 85.49
Stacking models Stacking_ ADAS_CDR 88.15 [ 88.17 | 88.I5 | 88.96
Muti-Tevel Stacking model | PMS_ ADAS_CDR 89.03 | 89.97 | 89.03 | 89.94
RF 86.58 | 86.70 | 86.58 | 86.96
LR 85.26 | 85.34 | 85.26 | 85.11
. DT 84.31 | 84.29 | 84.31 | 84.63
ADAS_FAQ Regular ML classifiers SVM 86.46 | 86.61 | 86.46 | 86.24
— KNN 85.28 | 85.29 | 85.28 | 85.08
NB 85.97 | 85.67 | 85.97 | 85.51
Stacking models Stacking_ ADAS_FAQ 87.56 | 87.85 | 87.56 | 87.23
Muti-level Stacking model | PMS_ADAS_FAQ 88.91 | 88.90 | 88.91 | 88.80
RF 87.39 | 87.95 | 87.39 | 86.90
LR 89.15 | 89.22 | 89.15 | 88.93
. DT 8551 | 85.55 | 85.51 | 83.81
CDR_FAQ Regular ML classifiers SVM 8827 | 8840 | 88.27 | 87.08
— KNN 87.10 | 87.01 | 87.10 | 87.89
NB 86.92 | 86.83 | 86.92 | 86.66
Stacking models Stacking_ CDR_FAQ 88.56 | 88.68 | 88.56 | 88.30
Muti-level Stacking model | PMS_CDR_FAQ 89.15 [ 89.22 | 89.I5 | 89.93
RF 88.44 | 88.65 | 88.44 | 88.19
LR 88.44 | 88.41 | 88.44 | 88.30
. DT 85.39 | 85.34 | 85.39 | 85.17
ADAS_CDR_FAQ Regular ML classifiers SVM 8856 | S8.61 | 88.56 | 88.33
- - KNN 87.10 | 86.98 | 87.10 | 86.99
NB 86.80 | 86.70 | 86.80 | 86.61
Stacking model Stacking_ ADAS_CDR_FAQ | 89.86 | 89.78 | 89.86 | 89.79
Muti-level Stacking model | PMS_ADAS_CDR_FAQ 90.27 1 90.18 | 90.27 | 90.14

D. THE RESULTS OF 3 CLASSES (AD, CN, SMCI) 1) THE RESULTS OF FULL FEATURES

This section presents the results of applied models to full We evaluated our proposed model against the regular ML
features and selected features by swarm with three classes classifiers: DT, SVM, RF, KNN, LR, NB, XGB, and stacking.
(AD, CN, sMCI) Table 4 shows the results of models using single modality and
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TABLE 3. The performance of models with the two classes and selected features by swarm.

Testing results

Datasets Approaches Models ACC | PRE REC F
RF 85.97 | 85.08 | 85.97 | 85.47
LR 85.60 | 85.65 | 85.60 | 85.46
Reoular ML classifiers DT 83.07 | 83.56 | 83.07 | 83.15
ADAS g SVM 85.60 | 85.59 | 85.60 | 85.47
KNN 84.04 | 84.12 | 84.04 | 84.82
NB 8425 [ 84.36 | 84.25 | 84.93
Stacking model Stacking_ ADAS 86.21 [ 86.20 | 86.21 | 86.04
RF 86.51 | 87.55 | 86.51 | 85.81
LR 86.15 | 86.38 | 86.15 | 86.87
Regular ML classifiers DT 83.5T | 83.55 | 83.51 | 83.81
CDR SVM 86.68 | 86.07 | 86.68 | 86.27
KNN 85.56 | 85.61 | 85.56 | 85.33
NB 85.27 | 85.40 | 85.27 | 85.98
Stacking model Stacking_CDR 87.56 | 87.85 | 87.56 | 87.23
RF 83.87 | 84.45 | 83.87 | 83.07
LR 82.10 | 82.16 | 82.10 | 82.78
Regular ML classifiers DT 80.70 | 80.73 | 80.70 | 80.71
FAQ SVM 83.80 | 83.97 | 83.80 | 83.42
KNN 8334 | 83.21 | 83.34 | 83.25
NB 82.63 | 82.64 | 82.63 | 82.26
Stacking model Stacking_FAQ 85.56 | 85.61 | 85.56 | 85.33
RF 86.87 | 86.45 | 86.87 | 86.07
LR 85.15 | 85.09 | 85.15 | 85.02
. DT 84770 | 84.773 | 84.70 | 84.71
ADAS CDR Regular ML classifiers SVM 86.86 | 86.80 | 86.86 | 86.71
- KNN 85.774 | 85.778 | 85.74 | 85.56
NB 85.68 | 85.62 | 85.68 | 85.49
Stacking models Stacking_ ADAS_CDR 88.15 [ 88.17 | 88.I5 | 88.96
Muti-Tevel Stacking model | PMS_ ADAS_CDR 89.03 | 89.97 | 89.03 | 89.94
RF 86.58 | 86.70 | 86.58 | 86.96
LR 85.26 | 85.34 | 85.26 | 85.11
. DT 84.31 | 84.29 | 84.31 | 84.63
ADAS_FAQ Regular ML classifiers SVM 86.46 | 86.61 | 86.46 | 86.24
— KNN 85.28 | 85.29 | 85.28 | 85.08
NB 85.97 | 85.67 | 85.97 | 85.51
Stacking models Stacking_ ADAS_FAQ 87.56 | 87.85 | 87.56 | 87.23
Muti-level Stacking model | PMS_ADAS_FAQ 88.91 | 88.90 | 88.91 | 88.80
RF 87.39 | 87.95 | 87.39 | 86.90
LR 89.15 | 89.22 | 89.15 | 88.93
. DT 8551 | 85.55 | 85.51 | 83.81
CDR_FAQ Regular ML classifiers SVM 8827 | 8840 | 88.27 | 87.08
— KNN 87.10 | 87.01 | 87.10 | 87.89
NB 86.92 | 86.83 | 86.92 | 86.66
Stacking models Stacking_ CDR_FAQ 88.56 | 88.68 | 88.56 | 88.30
Muti-level Stacking model | PMS_CDR_FAQ 89.15 [ 89.22 | 89.I5 | 89.93
RF 88.44 | 88.65 | 88.44 | 88.19
LR 88.44 | 88.41 | 88.44 | 88.30
. DT 85.39 | 85.34 | 85.39 | 85.17
ADAS_CDR_FAQ Regular ML classifiers SVM 8856 | S8.61 | 88.56 | 88.33
- - KNN 87.10 | 86.98 | 87.10 | 86.99
NB 86.80 | 86.70 | 86.80 | 86.61
Stacking models Stacking_ ADAS_CDR_FAQ | 89.86 | 89.78 | 89.86 | 89.79
Muti-level Stacking model | PMS_ADAS_CDR_FAQ 90.27 1 90.18 | 90.27 | 90.14

multi-modalities with three classes (AD, CN, and sMCI) and FQA) with three classes and full features. We can see that,

full features.

For feature set ADAS, Stacking_ ADAS showed the high-

First, we evaluated stacking models against the regular est performance percentage (i.e., 71.55 of ACC, 71.27 of
ML classifiers using single modalities (ADAS, CDR, and PRE, 71.55 of REC, 71.34 of F1). KNN gave the lowest
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FIGURE 5. The best models for each modality with two classes and
selected features.

performance percentage (i.e., 62.76 of ACC, 62.29 of PRE,
62.76 of REC, and 62.29 of F1). For the feature set CDR,
Stacking CDR showed the highest performance percentage
(i.e., 84.56 of ACC, 84.96 of PRE, 84.56 of REC, and 84.52 of
F1). KNN gave the lowest rate (76.83 of ACC, 76.44 of PRE,
76.83 of REC, and 76.52 of F1). For the feature set FAQ,
Stacking_FAQ showed the highest performance percentage
(i.e., 66.50 of ACC, 66.99 of PRE, 66.50 of REC, and 66.37 of
F1). KNN gave the lowest rate (i.e., 61.58 of ACC, 60.98 of
PRE, 61.58 of REC, and 60.99 of F1).

Second, we evaluated the proposed models (multi-
level stacking models) against the regular ML classifiers
and stacking models using multi-modalities (ADAS_CDR,
ADAS_FQA, CDR_FQA, and ADAS_CDR_FQA) with two
classes and full features. We can see that the performance
was enhanced by 1% to 3% compared to the stacking mod-
els. For the feature set ADAS_CDR, the PMS_ADAS_CDR
showed the highest performance percentage (i.e., 87.50 of
ACC, 87.59 of PRE, 87.50 of REC, and 87.49 of F1). Stack-
ing_ ADAS_CDR showed the second-highest performance
percentage. NB gave the lowest rate (i.e., 72.14 of ACC,
72.79 of PRE, 72.14 of REC, and 72.75 of F1). For the
feature set ADAS_FAQ, the PMS_ADAS_CDR showed the
highest performance percentage (i.e., 75.49 of ACC, 75.25 of
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FIGURE 6. The best models for each modality with three classes and full
features.

PRE, 75.49 of REC, and 75.77 of F1). Stacking_ ADAS_FAQ
showed the second-highest performance percentage. KNN
gave the lowest rate (i.e., 63.64 of ACC, 63.72 of PRE,
63.64 of REC, and 63.30 of F1). For the feature set
CDR_FAQ, the PMS_CDR_FAQ showed the highest perfor-
mance percentage (i.e., 87.98 of ACC, 87.59 of PRE, 87.98 of
REC, and 87.91 of F1). Stacking_ CDR_FAQ showed the
second-highest performance percentage. KNN gave the low-
est rate (i.e., 65.69 of ACC, 65.21 of PRE, 65.69 of REC,
and 65.61 of F1). For the feature set ADAS_CDR_FAQ, the
PMS_ADAS_CDR_FAQ showed the highest performance
percentage (i.e., 88.86 of ACC, 88.20 of PRE, 88.86 of REC,
and 88.82 of F1). Stacking_ ADAS_CDR_FAQ showed the
second-highest performance percentage. NB gave the lowest
rate (i.e., 70.04 of ACC, 70.96 of PRE, 70.04 of REC, and
70.49 of F1).

Figure (A) 6 shows the best models for single modal-
ity; we noticed that features of CDR achieved the best
results by Stacking_CDR. In contrast, the features of FAQ
have the lowest result by Stacking FAQ. Figure (B) 6
shows the best models for multi-modalities; we noticed
that features of ADAS_CDR_FAQ achieved the best results
by PMS_ADAS_CDR_FAQ. In contrast, the features of
ADAS_FAQ have the lowest results by PMS_ADAS_FAQ.

123183



IEEE Access

A. Almohimeed et al.: XAl of Multi-Level Stacking Ensemble for Detection of AD

TABLE 4. The performance of models with the three classes and full features.

Testing results

Datasets Approaches Models ACC T PRE REC F
RF 7090 | 70.55 | 70.90 | 70.65
LR 69.09 | 69.93 | 69.09 | 69.98
Reoular ML classifiers DT 67.18 | 67771 | 67.18 | 67.25
ADAS g SVM 68.97 | 68.58 | 68.97 | 86.67
KNN 62776 | 6229 | 62.76 | 62.29
NB 6598 | 68.36 | 65.98 | 65.66
Stacking model Stacking_ ADAS 7155 | 71.27 | 71.55 | 71.34
RF 79.11 [ 79.68 | 79.11 | 79.69
LR 79.56 | 79.96 | 79.56 | 79.52
Regular ML classifiers DT T7T7.69 | 7739 | 77.69 | 77.19
CDR SVM 78.68 | 78.84 | 78.68 | 78.54
KNN 76.83 | 76.44 | 76.83 | 76.52
NB T7.13 1 7930 | 77.13 | 77.89
Stacking model Stacking_CDR 80.56 [ 80.96 | 80.56 | 80.52
RF 6422 | 6520 | 6422 | 64.92
LR 6421 | 6474 | 64.21 | 64.18
Regular ML classifiers DT 63.30 | 63.38 | 63.30 | 63.55
FAQ SVM 6545 | 65.74 | 65.45 | 65.26
KNN 61.58 | 6098 | 61.58 | 60.99
NB 62.46 | 6247 | 62.46 | 62.48
Stacking model Stacking_FAQ 66.50 | 66.99 | 66.50 | 66.37
RF 85.20 | 85.58 | 85.20 | 85.18
LR 85.03 | 85.15 | 85.03 | 85.02
. DT 83.98 | 83.03 | 83.98 | 83.00
ADAS CDR Regular ML classifiers SVM 85.9T | 8534 | 8591 | 85.88
- KNN 7537 | 75.30 | 75.37 | 75.14
NB 214 1 72779 | 72.14 | 7275
Stacking models Stacking_ ADAS_CDR 86.20 | 86.48 | 86.20 | 86.18
Muti-Tevel Stacking model | PMS_ ADAS_CDR 87.50 | 87.59 | 87.50 | 87.49
RF 7249 | 7249 | 72.49 | 72.83
LR 7261 | 7299 | 72.61 | 72.69
. DT 70.67 | 71.03 | 70.67 | 70.46
ADAS_FAQ Regular ML classifiers SVM 23T [ 7245 | 7231 | 72.64
= KNN 6891 | 69.63 | 68.91 | 68.70
NB 63.64 | 63.72 | 63.64 | 63.30
Stacking models Stacking_ ADAS_FAQ 74.19 | 74.40 | 74.19 | 74.28
Muti-level Stacking model | PMS_ADAS_FAQ 75.49 | 75.25 | 75.49 | T75.777
RF 84.86 | 84.72 | 84.86 | 84.77
LR 8498 | 84.67 | 84.98 | 84.99
. DT 83.98 | 83.80 | 83.98 | 83.97
CDR_FAQ Regular ML classifiers SYM 8427 [ 84.83 [ 84.27 [ 8421
— KNN 75.07 | 75.02 | 75.07 | 74770
NB 65.69 | 65.21 | 65.69 | 65.61
Stacking models Stacking_ CDR_FAQ 85.15 | 85.67 | 85.I5 | 85.10
Muti-level Stacking model | PMS_CDR_FAQ 87.98 | §87.59 | 8798 | 87.91
RF 86.86 | 86.56 | 86.86 | 86.78
LR 86.39 | 86.28 | 86.39 | 86.46
Regular ML classifiers ]?T 8539 | 85.63 | 85.39 | 85.24
ADAS_CDR_FAQ SVM 86.44 | 86.80 | 86.44 | 86.41
- - KNN 80.94 | 81.69 | 80.94 | 81.04
NB 70.04 | 70.96 | 70.04 | 70.49
Stacking models Stacking_ ADAS_CDR_FAQ | 87.44 | 87.70 | 8§7.44 | 87.42
Muti-level Stacking model | PMS_ADAS_CDR_FAQ 88.86 | 88.20 | 88.86 | 88.82

2) THE RESULTS OF SELECTED FEATURES BY SWARM
This section described the results of our proposed model
against the regular ML classifiers: DT, SVM, RF, KNN,

LR, NB, and stacking with two classes and selected features
by swarm. Table 5 shows the results of models using sin-
gle modality and multi-modalities with three classes (AD,
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FIGURE 8. The best-proposed models for two classes with full features
and selected features.

CN, and SMCI) and selected features by swarm. First,
we evaluated stacking models against the regular ML classi-
fiers using selected features from single modalities (ADAS,
CDR, and FQA) with three classes.  For the selected
features set ADAS, Stacking_ ADAS showed the highest per-
formance percentage (73.31 of ACC, 73.36 of PRE, 73.31 of
REC, 73.32 of Fl1). NB gave the lowest performance
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FIGURE 9. Comparing between best model with full features and selected
features.
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FIGURE 10. Summary plot for three class problems (AD=0, CN=1,
sMCI=2).

percentage (66.57 of ACC, 68.85 of PRE, 66.57 of REC,
and 66.27 of F1). For the selected features set CDR,
Stacking_ CDR showed the highest performance percentage
(86.86 of ACC, 86.56 of PRE, 86.86 of REC, and 86.78 of
F1). DT gave the lowest rate (81.82 of ACC, 81.83 of PRE,
81.82 of REC, and 81.82 of F1). For the selected features
set FAQ, Stacking_FAQ showed the highest performance
percentage (70.97 of ACC, 71.06 of PRE, 70.97 of REC,
and 70.77 of F1). DT gave the lowest rate (64.52 of ACC,
64.19 of PRE, 64.52 of REC, and 64.07 of F1). Second,
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TABLE 5. The performance of models with the three classes and selected features.

Testing results
Datasets Approaches Models Accurgcy Precision | Recall | FI-score
RF 71.02 71.70 71.02 | 71.84
LR 70.09 69.93 70.09 | 69.98
Regular ML classifiers DT 68.33 68.11 68.33 | 68.62
ADAS ) SVM 70.97 70.58 70.97 | 70.67
KNN 67.16 66.68 67.16 | 65.71
NB 66.57 68.85 66.57 | 66.27
Stacking model Stacking_ ADAS 73.31 73.36 73.31 73.32
RF 85.74 85.04 85.74 | 85.71
LR 85.56 85.96 85.56 | 85.52
Regular ML classifiers DT 81.82 81.83 81.82 | 8I.81
CDR ) SVM 85.68 85.84 85.68 | 85.54
KNN 78.30 78.48 7830 [ 7793
NB 82.68 82.93 82.68 | 82.60
Stacking model Stacking_ CDR 86.86 86.56 86.86 | 86.78
RF 68.67 68.17 68.67 | 68.87
LR 69.21 69.74 69.2T | 69.18
Reeular ML classifiers DT 64.52 64.19 64.52 | 64.07
FAQ & SVM 67.45 68.74 67.45 | 67.26
KNN 65.98 67.74 65.98 | 65.02
NB 65.10 67.43 65.10 | 63.79
Stacking model Stacking_FAQ 70.97 71.06 7097 | 70.77
RF 87.91 87.14 8791 | 87.89
LR 87.03 87.15 87.03 | 87.02
Regular ML classifiers DT 83.34 83.46 83.34 | 83.39
ADAS CDR SVM 87.91 87.34 8791 | 87.88
- KNN 78.89 79.51 78.89 | 78.32
NB 84.80 84.95 84.80 | 84.81
Stacking model Stacking_ ADAS_CDR 88.91 88.96 88.91 | 88.91
Muti-Tevel Stacking model | PMS_ADAS_CDR 89.38 89.58 89.38 | 89.36
RF 72.61 72.44 72.61 | 72.93
LR 72.61 72.99 72.61 | 72.69
Regular ML classifiers DT 70.97 71.00 70.97 | 70.94
ADAS_FAQ SVM 7231 72.45 7231 | 72.64
- KNN 66.86 68.65 66.86 | 66.26
NB 69.79 69.72 69.79 | 69.90
Stacking model Stacking_ ADAS_FAQ 74778 74.38 74778 | 75.01
Muti-level Stacking model | PMS_ADAS_FAQ 76.45 76.43 76.45 | 76.43
RF 85.50 85.40 85.50 | 85.40
LR 85.98 85.67 85.98 | 85.99
Regular ML classifiers DT 84.51 84.68 84.5T | 84.57
CDR_FAQ SVM 85.27 85.83 85.27 | 85.21
= KNN 76.25 76.76 76.25 | 76.04
NB 83.92 83.69 83.92 | 83.04
Stacking model Stacking_CDR_FAQ 86.56 86.07 86.56 | 86.51
Muti-level Stacking model | PMS_CDR_FAQ 87.74 87.40 87.74 | 87.68
RF 88.74 88.96 88.74 | 88.72
LR 88.15 88.65 88.15 | 88.21
Regular ML classifiers DT 84.63 84.00 84.63 | 84.67
ADAS_CDR_FAQ SVM 87.56 87.52 87.56 | 87.51
- = KNN 76.54 76.71 76.54 | 76.43
NB 84.92 85.51 85.92 | 85.06
Stacking model Stacking_ ADAS_CDR_FAQ | 89.44 89.90 89.44 | 89.40
Muti-level Stacking model | PMS_ADAS_CDR_FAQ 90.03 90.19 90.03 | 90.05

we evaluated the proposed models (multi-level stacking
models) against the regular ML classifiers and stacking
models using multi-modalities (ADAS_CDR, ADAS_FQA,
CDR_FQA, and ADAS_CDR_FQA) with two classes and
selected features. We can see that the performance was
enhanced by 1% to 3% compared to the stacking models. For
the selected features set ADAS_CDR, the PMS_ADAS_CDR
model showed the highest performance percentage (89.38 of
ACC, 89.58 of PRE, 89.38 of REC, and 89.36 of Fl).
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Stacking ADAS_CDR showed the second-highest perfor-
mance percentage. DT gave the lowest rate (83.34 of ACC,
83.46 of PRE, 83.34 of REC, and 83.39 of F1). For the
selected features set ADAS_FAQ, the PMS_ADAS_FAQ
model achieved the highest performance percentage (76.45 of
ACC, 7643 of PRE, 76.45 of REC, and 76.43 of Fl).
Stacking ADAS_FAQ showed the second-highest perfor-
mance percentage. KNN gave the lowest rate (66.86 of ACC,
68.65 of PRE, 66.86 of REC, and 66.26 of F1). For the

VOLUME 11, 2023



A. Aimohimeed et al.: XAl of Multi-Level Stacking Ensemble for Detection of AD

IEEE Access

(A) 0

CDMEMORY +5.09

TAU

Q4 +0.64
AGE -0.35

+0.23

ABETA
Q1 +0.09

+0.05

—~ -

Q2

PTMARRY +0.03

CDJUDGE +0.01

14 other features -0

1
ERX)]

(B) 0

AGE ' +0.23
Q4 ' +0.22
TAU ' +0.17
Q2 L"'
ABETA ' +0.08
+0.04

Q1

+0.01

)
CDJUDGE -0.01 |
PTMARRY |

|

14 other features +0

-2 -1 0 1 2
EAX)]

© =
CDMEMORY

o

TAU

Q2 -0.15 '

Q1 -0.09 ‘

ABETA ~0.08 ‘
AGE -0.07 ‘
CDJUDGE -0.01

PTMARRY

14 other features

-3 -2 =X 0

(D) il

o @

AGE +0.23

TAU .‘ Lt

ABETA 0.08

-]

PTMARRY 0.07 ‘

Q2 +0.02

Q1 -0.02

-]

|
CDJUDGE | +0
|

14 other features

1
E[fiX)]

FIGURE 11. Waterfall for three classes problem.

selected features set CDR_FAQ, the PMS_CDR_FAQ model
achieved the highest performance percentage (89.74 of ACC,
87.40 of PRE, 87.74 of REC, and 87.68 of F1). Stack-
ing_CDR_FAQ showed the second-highest performance per-
centage. KNN gave the lowest rate (76.25 of ACC, 76.76 of
PRE, 76.25 of REC, and 76.04 of F1). For the selected
features set ADAS_CDR_FAQ, the PMS_ADAS_CDR_FAQ
model achieved the highest performance percentage (90.03 of
ACC, 90.19 of PRE, 90.03 of REC, and 90.05 of F1).
Stacking_ ADAS_CDR_FAQ showed the second-highest per-
formance percentage. KNN gave the lowest rate (76.54 of
ACC, 76.71 of PRE, 76.54 of REC, and 76.43 of F1).

Figure (A) 7 shows the best models for single modal-
ity; we noticed that features of ADAS achieved the best
results by Stacking_CDR. In contrast, the features of FAQ
have the lowest result by Stacking FAQ. Figure (B) 7
shows the best models for multi-modalities; we noticed
that features of ADAS_CDR_FAQ achieved the best results
by PMS_ADAS_CDR_FAQ. In contrast, the features of
ADAS_FAQ have the lowest results by PMS_ADAS_FAQ.

V. DISCUSSION
This section shows the discussion, including comparing
related work and model explainability.
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A. THE BEST MODELS OF DETECTING AD WITH
DIFFERENT CLASSES TASK

From the results in the subsection, the fusion of different
modalities achieved the highest performance with different
classes. Also, the proposed model has achieved the highest
performance.

In Figure 8, we can see that PMS_ADAS_CDR_FAQ with
two classes has the highest performance with selected fea-
tures compared to full features.

In Figure 9, we can see that PMS_ADAS_CDR_FAQ with
three classes has the highest performance with selected fea-
tures compared to full features.

B. EXPLAINABLE ARTIFICIAL INTELLIGENCE

To ensure the robustness of the developed model and make it
fully trusted from a medical expert’s perspective, we proved
the XAI capabilities to understand why the model made
certain decisions and which features had the most significant
impact on these decisions. We utilized SHAP and LIME
explainers to interpret the proposed classifier. In this section,
we use the SHAP library to explain the developed decisions
on both the global and instance levels.

1) THREE CLASSES (AD, CN, sMCI)
In this section, we concentrate on the explanation of the three-
class problem. First, we utilized the summary plot to show the
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TABLE 6. comparing with previous studies that used different datasets to detect AD.

Research study | Dataset Models Classes The performance
non-demented ACC=85.12,

[37] OASIS XBoost PRE=83,
demented REC=83 and F1=85
non-demented

[38] OASIS SVM ACC=92 and REC=91.89
demented
non-demented

[39] OASIS dataset CHFS+SVM ﬁgg:ggg()%
demented T

[45] ADNI Deep CNN CN, EMCI, LMCI and AD ACC=93

[46] ADNI SVM CN, EMCI, LMCI and AD EF:C;;S

[47] ADNI GLM CN, EMCI, LMCI, SMC and AD | ACC=88.24

[48] MRI and PET XGB NC, MCI, and AD ACC=98.06%

Multi-modality
[39] ML models AD and CN ACC= 94.8%
(MRLFDG, and PET)
ACC=92.08
Our work (SI;‘S/:C%S; faﬁl;lgr]l) AS) Muti-level of stacking models | AD and CN il;]é_:%é%;
F1=92.01

impact of all features in predicting the three classes. Figure 10
shows the CD Memory, Q7, FAQFORM, and CD_jUDGE
Form have essential features. Blue, purple, and green colors
represent the three classes. CD_memory is significant in
predicting where Q4 is critical in predicting AD and less
essential for sMCI class. Figure 11 (A, B, C, D) shows
the importance of each feature according to each instance.
A physician can easily measure if the developed model makes
an accurate decision and which parts are considered to make
the final decision. As shown in Figure 11 (A, B, C, D),
each plot shows the Base_value, which represents the value
according to the whole dataset, and the predict_proba_value
that the probability according to the specific instance, the
left side shows the feature values and arrows show the fea-
ture contribution. The final probability for each instance
is calculated by adding the base value to the feature
contributions.

2) TWO CLASSES (AD AND CN)

First, we concentrate on the two-class problem; we create a
summary plot that identifies the role of each feature in the
overall model decisions. The x-axis shows the critical features
and the y-axis shows the feature importance in a bar graph;
each bar has a length equal to its importance. The blue color
clarifies how the model contributes toward the AD class,
whereas the red color shows how the model contributes to the
CN class. According to Figure 12, CDMemory, Q7, and Q4
forms are considered the most important features. To explore
the importance of each feature according to instance level,
we used SHAP explainers via a waterfall plot. The water-
fall plot shows all features contributing to the developed
decision sorted according to SHAP values. As shown in
Figure 13 (A, B, C, D), each plot shows the Base_value,
which represents the value according to the whole dataset,
and the predict_proba_value that the probability according to
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the specific instance, the left side shows the feature values
according to that instance and the arrows show the feature
contribution according to prediction. Each row is according to
negative and positive contributions in blue and red bars. Each
row shows how each feature affects negatively or positively.
These explanations can help medical experts understand and
trust the model’s decisions.

To uphold the accuracy of the XAl from a scientific point
of view, we employ a meticulous analysis based on a medical
lens. This analysis ascertains that the explanations generated
by our model align with the existing understanding within the
realm of medicine.
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FIGURE 13. Waterfall for two classes problem.

As we can see in Figures 13 and 12 for two class Q4
and CD_memory is the most significant features. These fea-
tures are clinically confirmed in several studies. For example,
in [91], authors assured that CD_memory is the earliest and
most prominent symptom experienced by individuals with
AD. The same is true in [92], which also ensures that ana-
lyzing memory performance plays a crucial role in defining
different subtypes of AD, assessing disease progression, and
making predictions about its prognosis. ADAS score incorpo-
rates biomarkers derived from cerebrospinal fluid analysis or
measurements of hippocampal volume [93]. And we can see
in Figures 10 and 11 for three class that Q4, age, CD_memory,
and Q3 has a significant impact on the overall decision; that
result is also confirmed in [94], they explore the intricate
relationship between aging and Alzheimer’s disease, they
examine and consolidate evidence at various levels, including
molecular, cellular, and systemic.

C. COMPARING WITH PREVIOUS STUDIES THAT USED
DIFFERENT DATASETS OF AD TO DETECT AD

Table 6 compares previous studies that used different
AD datasets to detect AD. Some of the authors used
OASIS with non-demented and demented classes. For
example, [37] XBoost was recorded (ACC=85.12, PRE=83,
RE=83 and F1=85). In [38], SVM recorded 92 ACC
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and 91.89 REC. In [39], CHFS+SVM was registered
ACC=96.50, REC=96.5. The authors used the ADNI dataset
with four classes: CN, EMCI, LMCI, and AD. In [45],
Deep CNN was recorded ACC=93, In [46], SVM was
recorded REC=75 and F1=72,. In [47], GLM was recorded
ACC=88.24. Other studies used muti-modalities to detect
AD [39], [48]. All studies have not used sub-scores or multi-
level stacking models based on heterogeneous models with
heterogeneous modalities and XAL

VI. CONCLUSION

We have proposed a new multi-level stacking model based
on the sub-scores of CSs and the fusion of these sub-scores
from the ADNI dataset to predict AD with higher accu-
racy. The problem has been formulated at three different
levels of complexity: two classes (AD, CN) and three
classes (AD, CN, sMCI). The novel multi-level stacking
includes Level-based heterogeneous models with homoge-
neous modality and Level-based heterogeneous models with
heterogeneous modality. Firstly, each modality’s initial train-
ing dataset (X) has m features. Different ML models (RF,
LR, DT, SVM, KNN, and NB) are trained on X. Then, each
modality model provides predictions for the outcome (y)
and is stacked to train and test the meta-learner. Secondly,
the output prediction of the stacking model from each
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modality (ADAS, CDR, and FQA) in the training and testing
datasets is merged to build a new dataset for the Level 2
stacking ensemble. Training stacking is employed to train
the level 2 meta-learner, and the testing set is utilized to
evaluate the meta-learner and produce the final prediction.
Practical swarm optimization (PSO) selects the best features
from each sub-score. The proposed model achieved the
best results compared to single-level stacking and classi-
cal ML models using different datasets and fused datasets
with full features and selected features. The results showed
that the multi-modalities recorded the best performance
compared to the single modality. In addition, the proposed
models (multi-level stacking models) achieved the highest
performance with selected features against the regular ML
classifiers and stacking models using full multi-modalities
with two classes and three classes (accuracy=92.08,
precision=92.07, recall=92.08, and Fl-score=92.01) and
(accuracy=90.03, precision=90.19, recall=90.03, and
F1-score=90.05), respectively.
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